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ABSTRACT

Phenothiazine and its derivatives are potent amtiea agents, these compounds inhibit cancer cediferation
and tumor growth. A study of quantitative structarivity relationship (QSAR) is applied to a sétl8 molecules
derived from phenothiazine, in order to predict #rgicancer biological activity of the test compdarand find a
correlation between the different physic-chemicalapeters (descriptors) of these compounds andidi®gical
activity, using principal components analysis(PCM)ultiple linear regression (MLR), multiple nondiar
regression (MNLR) and the artificial neural netwd&NN). We accordingly propose a quantitative mddein-
linear and linear QSAR models), and we interpre¢ #ctivity of the compounds relying on the muliivsr
statistical analysis. Density functional theory (DFwith Becke’s three parameter hybrid functionsing the LYP
correlation functional (B3LYP/6—-31G (d)) calculat® have been carried out in order to get insightto ithe
structure, chemical reactivity and property inforioa for the study compounds. The topological desars and
the electronic descriptors were computed, respelgtiwith (ACD/ChemSketch; ChemBioOffice 14.0) Gadssian
03W programs. A good correlation was found betwibenexperimental activity and those obtained by Mird
MNLR respectively such as (R = 0,94 and=R0,885) and (R = 0,986 and’R= 0,973), this result could be
improved with ANN such as (R = 0,988 arf=R0,976) with an architecture ANN (6-1-1). To tés performance
of the neural network and the validity of our cleo@f descriptors selected by MLR and trained by Riihd ANN,
we used cross-validation method (CV) such as (R9Z®and R= 0,95) with the procedure leave-one-out (LOO).
This study show that the MLR and MNLR have sew@dedict activities, but when compared with theules given
by an 6-1-1 ANN model we realized that the predidifulfilled by this latter was more effective andch better
than other models. The statistical results indictitat this model is statistically significant andosvs very good
stability towards data variation in leave-one-ouQO) cross validation.
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INTRODUCTION

Drugs from phenothiazine family exhibit a wide rangf biological activities which depend on theiralre
structurefl] neuroleptic actiofi2,3] antidepressarfl] and anticancer, antibacterial, antiviral actig{&,6] anti-
CaM activity, inhibition of the PKC activity, dease of cell proliferation, and inhibition of the g°¢ransport
function[7]. Apart of their well known activity in nerve ce®me phenothiazine derivatives were discoverdgbto
anti-MDR effective chemo sensitizers in multidriggistant (MDR) tumor cells. Their MDR reversingiaty has
been assessed in different resistant tumor celffBh.

Quantitative structure-activity relationship (QSAR)es to investigate the relationship between ok
descriptors that describe the unique physicochdnuicaperties of the set of compounds of interesthwheir
respective biological activity or chemical propgfyl10].

In this work we attempt to establish a quantitat@eicture-activity relationship between anticanaetivity of a
series of 18 hioactive molecules derived from phi@aaine and structural descriptors. Thus we cadipt the
anticancer activity of this group of organic compds. Therefore we propose a quantitative model,veadry to
interpret the activity of these compounds basetherdifferent multivariate statistical analysis heds include:

* The Principal Components Analysis (PCA) has sereclassify the compounds according to theinvétes and
to give an estimation of the values of the pertirdascriptors that govern this classification. *eTMultiple Linear
Regression (MLR) has served to select the descsiptsed as the input parameters for the Multiplea-hNinear

Regression (MNLR) and Artificial Neural Network (AN. * The artificial neural network (ANN) which ia

nonlinear method, which allows the prediction af #ttivities.* Cross-validation (CV) to validate deds used with
the process leave-one-out (LOO).

MATERIAL AND METHODS

Experimental data

The Biological data used in this study were antiega activity against MDR in P388 sensitive celkliinhibition of
multidrug resistant (MDR) tumor cells.(E§)), a set of eighteen derivatives of phenothiazile. have studied and
analyzed the series of phenothiazine molecule stmef 18 selected derivatives that have been egizthd and
evaluated for their anticancer activity in vitroaagst P388(in terms of -log (&EF) [11,12]This in order to
determine a quantitative structure-activity relasibip between anticancer activity and the structofrehese
molecules that are described by their substituraad X.

The chemical structure of phenothiazine is represeimFigurel.

R
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S

Figurel: The general structure of phenothiazine

The chemical structures of 18 compounds of pheapithe used in this study and their experimentail-caricer
biological activity observedEdyCytotoxic concentration of drug effective requiréal inhibit the growth of
P388than 50%) are collected from recent publicafidn12] The observations are converted into logarithmatesc
log (EDsg)in molar units (M) and are included Trablel.
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Tablel: Chemical structure and activity observed ophenothiazine derivatives against P388

N° Compound R X PEDsc obe

T~
N

1 Promazine | H -1,602
/\/\N/

2 Chlorpromazine | Cl -1,079
/\/\N/

3 | Triflupromazine | Ck -1,079
/\/\ ~ O

N
4 Acepromazine | || -1,477
CH;

5 Promethazine N H -1,778

6 | Acepromethazine N/ || CH -1,602
3

\
7 Duoperone \—/ \ CkK -1

|
8 AHR 06601 /I ’\ CH, -1

s
/\/\ 0H o
9 Piperacetazine N\ / | | -1,301
/ CH;

/\/\‘/ \N—

10 Perazine \ / H -1,079
/\/\‘ \\

11 | Prochlorperazine \ / Cl -0,653
/\/\." —

12 | Trifluoperazine \ / Ck -0,653
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—\ [e]
/\/\.{" — “
13 Butaperazine \ / N -0,653
— ~ “CH;
) ""_‘"\
NN N —

14 | Thioproperazine / SO.N(CHs), -0,903
[\ OH

15 Perphenazine Cl -0,903
/N OH 0

| NN WS

16 | Acetophenazine -1,176
\ /
—/ C H3
—\ 0
OH

| NN \ Ve V% |
17 Carphenazine \ -1,079
CHs

."_\!
/ OH

18 Fluphenazine Chk -0,903

* pEDso= -log (EDso).

Computational methods

An attempt has been made to correlate the actbfitjrese compounds with various physicochemicahipaters.
DFT (density functional theory) methods were usethis study. The 3D structures of the moleculessvgenerated
using the Gauss View 3.0, and then, all calculativare performed using Gaussian 03W program sésesmetry
optimization of 18 compounds was carried out by BBLfunctional employing 6—31G (d) basis §£8,14] The
geometry of all species under investigation wa®meined by optimizing all geometrical variables heitit any
symmetry constraints. ChemSketch and ChemBioOfficegram§l5-17jare employed to calculate the others
molecular descriptors.

Calculation of molecular descriptors

Calculation of descriptors using Gaussian 03W

From the results of the DFT calculations, the quanthemistry descriptors were obtained for the rhbd#ding as
follows: the highest occupied molecular orbital ®ye(Eomo (eV)), the lowest unoccupied molecular orbital
energy (Eumo (eV)), the total dipole moment of the moleculgDebye)).

Calculation of descriptors using ACD/ChemSketch and ChemBioOffice 14.0

Advanced chemistry development's ACD/ChemSketclgnam was used to calculate Molecular Weight (MW),
Molar Refractivity (MR (cr)),Molar Volume (MV (cr)), Parachor(Pc (cf)), Density (D (g/cr)), Refractive
Index (n), Surface Tension(dyne/cm)) and Polarizability{ (cnT)) [15,16]

Steric, thermodynamic descriptors are calculatethgusACD/ChemSketch and ChemBioOffice 1/.D)after
optimization of the energy for each compound ugheg MM2 method (force field method with Gradientt®e
Root Mean Square (RMS) 0.1 kcal mpJ18].

In this work 14 descriptors were chosen to desdtfibestructure of the molecules constituting théesdo study: the
highest occupied molecular orbital energy,df (eV)), the lowest unoccupied molecular orbital rgge(E ymo
(eV)),the total dipole momenf. (Debye)), the molecular weight (MW), the molarraetivity (MR (cnt)),the molar
volume (MV (cm)), the parachor (Pc(ch), the refractive index (n), the surface tensjofuyne/cm)), the density
(D (g/cn?)), the polarizability ¢. (cnT)), the lipophilic (LogP), the hydrogen bond accep(HBA) and the
hydrogen bond donor (HBD).

11
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Statistical analysis
To explain the structure-activity relationship,gbel4 descriptors are calculated for 18 molecdlablé?2) using the
Gaussian03W, Gauss View, ChemSketch and ChemBiweOt#.0.

Table2: The values of the 14 chemical descriptors

MW MR MV Pc n Y D O LogP | HBA | HBD E howmo ELumo n
1 | 298,445| 92,490 267,4 689,80 1,608 44,2 1,115 36,86138 2 0 -0,181 -0,012 2,973
2 | 332,800 97,380 2794 726,90 1,604 458 1,191 38,80696 2 0 -0,191] -0,02 2,564
3 | 366,443| 97,470 300,9 751,80 1,561 38,9 1,217 38,64059 5 0 -0,196) -0,041 3,337
4 | 340,482| 102,51 298,9 773,30 1,601 44,7 1,138 40,8450 3 0 -0,191] -0,062 4,904
5 |298,445| 92,450 2678 687,80 1,606 48,4 1,114 36,8503 2 0 -0,185 -0,00 2,081
6 | 340,482 102,47 299,83 771,30 1,6p0 44,0 1,137 40,8315 3 0 -0,191 -0,061 1,833
7 | 528,604| 138,769 4154 10669 1,582 48,4 1,272 55,60766 7 0 -0,197] -0,071 2,736
8 | 502,642 143,80 413.4 1088/5 1,612 480 1,215 57,6157 5 0 -0,194) -0,071 3,760
9 | 424598| 125,03 367,83 959,40 1,596 46,4 1,155 49,86731 4 1 -0,196| -0,062 4,330
10 | 353,524| 107,80 311,17 806,90 1,607 44,8 1,133 42,3894 3 0 -0,167] -0,008 2,320
11| 387,969 112,69 323, 844,00 1,613 46,2 1,198 44,8752 3 0 -0,1471 -0,019 2,834
12| 421,522 112,78 3458 868,90 1,566 40,0 1,220 44,41815 6 0 -0,172) -0,03 3,874
13 | 423,614 127,09 376,83 970,50 1,590 44,2 1,125 50,3877 4 0 -0,171] -0,06 4,709
14 | 460,655| 130,65 377,83 991,20 1,6p9 47,6 1,220 51,3273 5 0 -0,165 -0,084 4,953
15| 417,007 119,89 347, 912,80 1,605 47,4 1,199 47,8377 3 1 -0,172) -0,01 2,168
16 | 424,598 125,03 367,83 959,20 1,596 46,4 1,155 49,8631 4 1 -0,173] -0,06]1 3,842
17 | 438,625| 129,66 3838 999,30 1,590 459 1,142 51,4085 4 1 -0,173  -0,060 3,708
18 | 450,560 119,98 369,38 937,10 1,563 41,5 1,219 47,56340 6 1 -0,174] -0,040 3,493

The study we conducted consists of:
-The principal component analysis (PCA), the midtipnear regressions (MLR), and the non-linearresgion
(MNLR) available in the XLSTAT 15softwaf#9].

-The Artificial Neural Network (ANN) and the leawae-out cross validation (CV-LOO)are done on Maflalsing
a program written in C language.

The structures of the molecules based on phenatkiaerivatives were studied by statistical methioalsed on the
principal component analysis (PCA). PCA is a stiai$ technique useful for summarizing all the mmiation

encoded in the structures of the compounds. Itlse &ery helpful for understanding the distributiof the

compounds. This is an essentially descriptive sttetil method which aims to present, in graphiorfothe

maximum of information contained in the dawble2 andrable3.

Table3: The correlation matrix (Pearson (n)) betwee different obtained descriptors

Variables MW MR Mv Pc n Y D e LogP HBA HBD Enomo ELumo n pED50
MW 1
MR 0,953 1
MV 0,977 0,986 1
Pc 0,965 0,997 0,995 1
n -0,284 | -0,067| -0,2321 -0,142 1
Y 0,204 0,431 0,282 0,373 0,82 1
D 0,687 0,466 0,518 0,485 -0,380 -0,148 1
Ue 0,953 1 0,986 0,997| -0,067 0,431 0,466 1
LogP 0,519 0,328 0,398 0,352 -0,442  -0,315 0,7p0 0,328 1
HBA 0,829 0,654 0,754 0,695 -0,699 -0,343 0,7p6 0,654,578 1
HBD 0,297 0,342 0,370 0,380 -0,2056 0,234 -0,025 0,342,010| 0,111 1
Enomo 0,052 0,124 0,112 0,122 0,071 0,17 -0,235 0,124 ,270| -0,046| 0,198 1
ELumo -0,663 | -0,687| -0,695 -0,69 0,178 -0,205 -0,297 68®D,| 0,042| -0,581 -0,10] 0,21 1
B 0,378 0,423 0,441 0,434 -0,191 0,190 0,0p1 0,424 ,249| 0,368 0,098 0,127 -0,648 1
pED50 0,610 0,535 0,569 0,544 -0,283 -0,004 0,587 0,935,400 | 0,530 0,066 0,47 -0,146 0,299 1

The multiple linear regression statistic techniguesed to study the relation between one dependeiable and
several independent variables. It is a mathematicrtique that minimizes differences between acndlpredicted
values. It has served also to select the descsipteed as the input parameters in the multiplelin@ar regression
(MNLR)and artificial neural network (ANN).

The (MLR) and the (MNLR) were generated to predigbtoxic effects EE} activities of phenothiazine derivatives.

Equations were justified by the correlation coédfit (R), the coefficient of determination%Rthe mean squared
error (MSE), the Fishers F-statistic (F) and tlynidicance level(F valugp0-21].
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ANN is artificial systems simulating the functiohtbe human brain. Three components constituteusah@etwork:
the processing elements or nodes, the topologyeofdnnections between the nodes, and the leamliadpy which
new information is encoded in the network. Whilerthare a number of different ANN models, the nfiesjuently
used type of ANN in QSAR is the three-layered fémuvard networl{22]. In this type of networks, the neurons are
arranged in layers (an input layer, one hiddenrlayel an output layer). Each neuron in any layéullg connected
with the neurons of a succeeding layer and no adiures are between neurons belonging to the sayee.la

Cross-validation is a popular technique used tdaegpthe reliability of statistical models. Based this technique,

a number of modified data sets are created byidgléh each case one or a small group of molecutessse
procedures are named respectively “leave-one-odt™keave-some-out[23-25]. For each data set, an input-output
model is developed. In this study we used, thedeae-out (LOO) procedure.

RESULTS AND DISCUSSION

Data set for analysis

The QSAR analysis was performed using the -logsgEDf the 18 selected molecules that have been sygizitd
and evaluated for their anticancer activity in oitigainst MDR in P388 sensitive cell line(experitaéwalues)
[11,12] The exploitation of experimental data observedthyy use of mathematical and statistical toolsns a
effective method to find new chemical compoundshwitgh anticancer activity. The values of the 14nrofcal
descriptors as shown in Table2.

The principle is to perform in the first time, a imaomponent analysis (PCA), which allows us taneliate
descriptors that are highly correlated(dependéime perform a decreasing study of MLR based orelingination
of descriptors aberrant until a valid model (inéhgdthe critical probabilityp-value < 0.05for all descriptors and
the model complete).

Principal Components Analysis (PCA)

The totality of the 14 descriptors (variables) cadihe 18 molecules was submitted to a principahganents
analysis (PCA). 15 principal components were olet@ifrigure2). The first three axes F1, F2 and F3 contributing
respectively 49.34 %, 18.54 % and 9.88 % to thal t@iriance, the total information is estimatec tpercentage of
77.76%.

8 *—0—0—0—0—0——o 100
7 -
+ 80
6 -
o 160 =
2 L
©
> Q
§ 4 <
: £
p ©
o + 40 >
3
2 4
+ 20
1 -
0 A im— t + + + + 0
S R B e D e T s

Figure2: The principal components and there varianes

The Pearson correlation coefficients are summaiiizélde above Table3. The obtained matrix providésrmation
on the negative or positive correlation betweerabdes. The principal component analysis (PCA) e@sducted to
identify the link between the different variabl€orrelations between the 14 descriptors are showirable3 as a
correlation matrix and ifrigure3 these descriptors are represented in a correlaitiole.
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Variables (axes F1 et F2 : 67,88 %) Variables (axes F1 et F3 : 59,22 %)
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Figure3: Correlation circles

(MR, ag) are perfectly correlated (r=1), both variables medundant.

Pc, MR and.are highly correlated(r (Pc, MR) = 0,997; r (Rg,= 0,997).

Pc, MV and MW are highly correlated(r (Pc, MV) 995; r (Pc, MW) = 0,965).
MV, MR andocare highly correlated(r (MV, MR) = 0,986; r (M¥,) = 0,986).
MV and MW are highly correlated (r (MV, MW) = 0,9)¥7

The following variables then removed are)( (Pc) and (MV).

Multiple Linear Regression (MLR)

In order to propose a mathematical model linking tlescriptors and activity, and to evaluate quathiily the
substituent's physicochemical effects on the dygtivi the totality of the set of these 18 molecples presented the
data matrix which is the corresponding physicoclaimvariables different substituent’'s from 18 moles to a
multiple linear regression analysis. This methodduthe coefficients R, RR;, o, SD, MSE, MSF and the F-
values to select the best regression performander&\VR is the correlation coefficient’ B the coefficient of
determination; Rj is the adjusted coefficient of determinatiofigjthe coefficient of prediction; SD is the startta
deviation; MSE is the mean squared error; MSFasntiean squared factor; F is the Fisher F-statistic.

Treatment with multiple linear regression is mocewrate because it allows you to connect the sirakctescriptors
for each activity of 18 molecules to quantitativelyaluate the effect of substituent. The selece=tmptors are:

MR, n, D, HBA, HBD andEouo-
The QSAR model built using multiple linear regress{(MLR) method is represented by the following &ipn:

[ N=18R =0.94R=0.885 F =14.073 MSE = 0.2
PEDsomr= 36,335 +3,139E-02MR -28,023n+7,259D-0,480HBA -0,423HBD +15,901E0m0
(Equation 1)

Higher correlation coefficient and lower mean sgdagrror (MSE) indicate that the model is moreatdé. And the
Fisher's F test is used. Given the fact that tlobadility corresponding to the F value is much $enahan0.05 it
mean that we would be taking a lower than 0.01%in assuming that the null hypothesis is wrortgeréfore, we
can conclude with confidence that the model dogairsignificant amount of information.

The elaborated QSAR model reveals that the ant@raactivity could be explained by a number of togit

factors. The negative correlation of the Refractiveex(n), the Hydrogen Bond Acceptor (HBA)and Hadrogen

Bond Donor (HBD)with the ability to displace thegriothiazine activity reveals that a decrease invtiae of
pPEDso,, While the positive correlation of the descript@kolar Refractivity (MR), the Density (D)and theighest

Occupied Molecular Orbital Energy y&wo)) with the ability to displace the phenothiaziratity reveals that an
increase in the value of pEp

14
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With the optimal MLR model, the values of predictactivities pEDsg g calculated from equationl and the
observed values are givenTiable4. The correlations of predicted and observed di&/are illustrated ifigure4.
The descriptors proposed in equationl by MLR wtrerefore, used as the input parameters in theiptadtnon-
linear regression (MNLR) and artificial neural netk (ANN).

The correlation between MLR calculated and expemialeactivities are very significant as illustratedFigure4
and as indicated by R and falues.

Y =0,99X + 0,023
-0,6 -

-0,8 1

-1,0 H

pED50 MLR
e
N
|

-1,4 4

-1,6 1

-1,8 -1,6 -1,4 -1,2 -1,0 -0,8 -0,6
pED50 Obs

Figure4: Correlations of observed and predicted adtities calculated using MLR

Table4: The observed, the predicted activities (pE&), according to different methods MLR, MNLR, ANN and CV for the 18 derivatives
of phenothiazine

N° | PEDsoob: | PEDsomir | PEDsomnir | PEDsoann | PEDsccv

1 -1,602 -1,566 -1,703 -1.597 -1,522
2 -1,079 -1,188 -1,069 -1.118 -1,159
3 -1,079 -1,031 -1,100 -1.095 -1,152
4 -1,477 -1,528 -1,491 -1.621 -1,43
5 -1,778 -1,582 -1,715 -1.673 -1,62
6 -1,602 -1,508 -1,482 -1.609 -1,70
7 -1,000 -0,900 -1,011 -0.932 -0,98¢
8 -1,000 -0,989 -0,991 -1.035 -0,889
9 -1,301 -1,540 -1,357 -1.286 -1,222
10 -1,079 -1,184 -1,062 -1.078 -1,12
11 -0,653 -0,791 -0,707 -0.663 -0,754
12 -0,653 -0,768 -0,701 -0.653 -0,63
13 -0,653 -0,704 -0,660 -0.667 -0,634
14 -0,903 -0,820 -0,865 -0.942 -0,807
15 -0,903 -0,772 -0,877 -0.897 -0,901
16 -1,176 -1,174 -1,249 -1.170 -1,137
17 -1,079 -0,955 -1,047 -1.073 -1,020
18 -0,903 -0,920 -0,832 -0.937 -0,91¢

Validation criteria of the MLR model (Anova: Analysis Of Variance)
To validate the correlation equation provided by statistical method of multiple linear regresdibiLR), different
criteria may be us¢#6,27]

Overall assessment of the regression

Table 5summarizes the variances, the degrees of freedfuitfe sums of squares (SS), Fisher's F valuyg) @&nd
overall p-value value of the model.

15
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Table 5: Variance analysis

Source SS df| Variance| F-exp| p-Valug
Regression (Factor)| 1.671 6 0.279 14.073 0.00p
Residual (Error) 0.218 | 11 0.020 - -
Total 1.889 | 17 0.299 -

-The variability not explained by the model is them of residual squaré&SE = 0.218with a degree of freedom
equal toll (N-p-1= 18-6-1.

-The variability explained by the model is the sofregression squaresSF= 1.671with a degree of freedom
equal to6 (N-(N-p-1)-1=p =18-11-1

- The results seem excellent and the model isfiignt because we achieved good resultd-fexp Fisher (4,073
and lower overall p-value at(F value) = 0.09evel (p-value <0.09.

Test for significance
-The first test that comes to mind is the significa of the correlation i.e. the correlation coédiit R is it
significantly different from @)?

-The test i, =0

HiR#0

-If the correlatipn coefficient is zero, we rejettte hypothesisH, (null hypothesis) and accept; (not null
hypothesis). Sothe model is significant.

Confidence Interval (Cl)
-The confidence interval(]) 1-a is a range of values that has a chancé-efto contain the true value of the
estimated parameter.

-If the p-value value exceed3.05, we reject H and Hjs accepted. So the model is not significant.
-If o> p-value, reject K(H; acceptance).
- If a <p-value, H acceptance (reject;H

Student test
-The Student law withN-p-1) degree of freedorty.,;. is written:

)
=y

-Hy is rejected (null hypothesis) whetg,,;, >t(1_g) (N=p-1)
)

is the value of the Student law N — p — 1) degree of freedom, a probabi@y— g)

Wheret(l_%)’(N_p_ 1

-In our case we havl = 18 andR = 0.94 This corresponds th,,. = 9.193 one rejects K (null hypothesis)

: >
where:t qc t(1—§),(N—p—1)'

-According to the Student tab(el - g): 0.975andN = 18sobtainedt g 97511y = 2.201
teatc > t0.97511) then we reject the null hypothesis. H

Fisher test
Analysis of variance\() was used to test the equality of means, is célie# statistic of Fisher.

-HypothesiHq: SSF=SSE (¥= Vg) Where (Error Varianceyg = MSE
-against hypothesid,:SSE> SSE  (\&> Vg) Where (Factor Variancéj= MSF

-The Fisher F is calculated according to the foltayequation:

Fo— VE _ MSF _ SsFy,
P vE T mse SSE 4
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-To a threshold of Q.05 comparing,,, obtained by the theoreticalcalculation and thatoktfromFisher's
tableF ;, y—p-1) for one degree of freedom,(N-p-1) withp = 6 andN = 18 such agN-p-1) = 11

-We Accept H if Feyy >F 11y

-We then find g 11,= 3.08ndF,,, = 14.073 so we accept tHand Hisrejected.

Correlation Coefficient: R
This coefficient determines the variance of thegearactivity is explained by the model of QSAR i the
regression of target activity based on the indigtivity.

R- |1 SSE
- SST

-A good correlation between the target activity antlal activity if R is closer tal.

-A non-linear correlation between the target attigind initial activity ifR is closer tc.

-In our case we have = 0.94 so a good correlation was shown between the ebdexctivity and that obtained by
MLR .

Coefficient of Determination: R?
The coefficient of determinatioR?, gives the rate of explanation or percentage efvdriation ofY (endogenous

variables) explained by the variationXn(exogenous variable).
2_ SSF
T ssT

-In our case we ha®¥ = 0.885 this figure means tha&88.5% of the variable Y (activity) is attributable toeth
variation in the variable X (descriptors), whicldicates that this model is statistically explanator

Adjusted Coefficient of Determination: R?
The overall quality of the linear regression is m@ad by the coefficient of determinatid%zgj) "adjusted" taking

into account the degree of freedom.
N-1

R%; = 1-
al N-p-1

(1-R)

-With: N = 18, p = 6 and &= 0.885.
-In our case we haFéa,- = 0.822 so the overall quality of the MLR is best. Thiglicates that this model is
statistically significant.

Coefficient of Prediction: ¢
Theq? value is used as the determining factor in selaatif optimal models. The coefficient of predicti@?) was
calculated using:

-SST: sum of total squares.

-In our case we hagé = 0.989> 0.6So the predictive power of this model is verynifigant, which shows that the
model proposed in this paper is able to predidvidgtwith a great performance, and that the seléctescriptors are
pertinent. This means that the prediction of the ntempounds is feasible.

-we can enjoy the performance of the predictive groef this model to explore and propose new motcabuld be

active.

Standard Deviation: SD
The standard deviatiorSD) measures the variation in the target activitpas explained by the QSAR model. In
particular, over the standard deviation is smha#, ¢orrelation is best.

SSE
SD= | —=+VVE =VMSE
N-p-1

-N: (N = 18 number of data points considered.
-p: (p = 6) number of restrictions on the degrees of freedequal to the number of parameters).
-In our case we hav@D = 0.141] so the correlation between the observed actarnty that obtained by MLR is best.

Multiples Non-Linear Regression (MNLR)

We have used also the technique of nonlinear reigresnodel to improve the structure-activity redaghip to
guantitatively evaluate the effect of substitudle have applied to the data matrix constituted aimsly from the
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descriptors proposed by MLR corresponding to thenbBecules. The coefficients RZRand the F-values are used
to select the best regression performance. We aipee-programmed function of XLSTAT following:
Y =a+ (bX, + X + dXg + eXy ...) + (FXZ + gX2 + hXs? +iX4% ...)

Where a, b, c, d...represent the parameters an¥.XXs, X,...: represent the variables. The resulting equations
PEDsomnir= 1053,755+ 0,178MR-1361,509n+98,785D-0,956HBA -0,531HBD+ 220,800 Enomo-
5,931E-04(MR)%*+419,680 (n)>-40,574 (D)*+5,896E-02 (HBA)*+ 585,623 (Eromo)?

(Equation 2)
[ N = 18R = 0.986R= 0.973MSE = 0.010 |

With the optimal MNLR model, the values of preddttactivitiespEDsy yn g Calculated from equation2 and the
observed values are given in Table4. The correlatad predicted and observed activities are ilatstt inFigureb.
The correlation between MNLR calculated and expenital activities are very significant as illustchie Figure5
and as indicated by R and falues.

Y =0,997X + 0,011

pED50 MNLR

-1,8 -1,6 1,4 1,2 -1,0 0,8 -0,6
pED50 Obs

Figure5: Correlations of observed and predicted adtities calculated using MNLR

Artificial Neural Networks (ANN)

In order to increase the probability of good cheazation of studied compounds, artificial neuratworks (ANN)
can be used to generate predictive models of dafimé structure-activity relationships (QSAR) bebm a set of
molecular descriptors obtained from the MLR, andesbed activity. The ANN calculated activities mbdere
developed using the properties of several studadpounds. Some authdi28,29] have proposed a parameper
leading to determine the number of hidden neureviich plays a major role in determining the bestMN
architecture defined as follows:

p = (Number of data points in the training set /Sumof the number of connections in the ANN)
In order to avoid over fitting or under fitting, i# recommended thdt8 <p < 2.3[30]The output layer represents
the calculated activity values pJThe architecture of the ANN used in this woBk1(-1), p =2.

The values of predicted activitip&EDsg any Calculated using ANN and the observed values &endgn Table4. The
correlations of predicted and observed activitiesildustrated irFigure6.

The correlation between ANN calculated and expemialeactivities are very significant as illustratedFigure6
and as indicated by R and falues.
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Y=X+0,01

pED50 ANN

-1,8 -1,6 -1,4 -1,2 -1,0 0,8 -0,6
pED50 Obs

Figure6: Correlations of observed and predicted adtities calculated using ANN

[ N = 18R = 0.988R=0.976 |

The obtained squared correlation coefficient) (Ralue confirms that the artificial neural netwadsult were the
best to build the quantitative structure activitlationship models.

It is important to be able to use ANN to predict #ctivity of new compounds. To evaluate the pragicability of
the ANN models,LLeave-one-outis an approach particularly well adapted to tegneation of that ability.

Cross Validation (CV)

To test the performance of the neural network dedvalidity of our choice of descriptors selectsdMLR and
trained by MNLR and ANN, we used cross-validatioethod (CV) with the procedure leave-one-out (LO®@this
procedure, one compound is removed from the dajahsenetwork is trained with the remaining compas and
used to predict the discarded compound. The prasgspeated in turn for each compound in the data

In this paper the ‘leave-one-out’ procedure wasluseevaluate the predictive ability of the ANN.

The values of predicted activitigEDs, ¢y calculated using CV and the observed values atengin Table4. The
correlations of predicted and observed activitiesildustrated irFigure?.

The correlation between CV calculated and experatectivities are very significant as illustratiedFigure7 and
as indicated by R and’Ralues.
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Y =0,980X + 0,014

-0,6
-0,8 -
-1,0 -
>
O
B 1.2
[a
w
[o8
-1,4 4
-1,6 -
-1,8 : : : : : :
-1,8 -1,6 1,4 1,2 -1,0 0,8 -0,6
pED50 Obs

Figure7: Correlations of observed and predicted adtities calculated using CV
N = 18R = 0.975R=0.95

The good results obtained with the cross validatghrows that the model proposed in this paper lis @mbpredict
activity with a great performance, and that theseld descriptors are pertinent.

The results obtained by MLR and MNLR are very sudint to conclude the performance of the modeler&¥it is
possible that this good prediction is found by a®awe can claim that it is a positive result. $& model could be
applied to all derivatives of phenothiazine accogii to Tablel and could add further knowledge e t
improvement of the search in the domain of inhifsitof anti-cancer agents.

A comparison of the quality of MLR, MNLR and ANN miels shows that the ANN models have substantially
better predictive capability because the ANN apphogives better results than MLR and MNLR. ANN vedde to
establish a satisfactory relationship between théeaular descriptors and the activity of the stddiempounds. A
good correlation was obtained with cross validatiyy= 0.975 So the predictive power of this model is very
significant.The results obtained in this study, wad that models MLR, MNLR and ANN are validated,ieth
means that the prediction of the new compoundsasilble.

CONCLUSION

In this study, three different modelling methodd,R) MNLR and ANN were used in the construction dQ8AR
model for the anti-cancer agents and the resuftingels were compared. It was shown the artifiogalral network
ANN results have substantially better predictivpatality than the MLR and MNLR, yields a regressimodel
with improved predictive power, we have establisheelationship between several descriptors andhmtieancer
activity in satisfactory manners. The good resolisained with the cross validation CV, shows thet model
proposed in this paper is able to predict activifyh a great performance, and that the selectedrigdsrs are
pertinent.

The accuracy and predictability of the proposed ef®dvere illustrated by the comparison of key stathl terms
like R or R of different models obtained by using differergtistical tools and different descriptors has bseswn
in Table4. It was also shown that the proposed aukthare a useful aid for reduction of the time aodt of
synthesis and activity determination of anti-caramgnts(compounds based on phenothiazine).

Furthermore, we can conclude that studied descsiptwhich are sufficiently rich in chemical, elemticand
topological information to encode the structuraltéee and have a great influence on the activity beused with
other descriptors for the development of predic®®AR models.

Previous studies QSAR already performed on the sseheof phenothiazine using cross validation, olethia

correlation coefficientR = 0.897 [31]. In this study the correlation coefficient obtainedm the MLR Ruir =
0.94), by using a variety of descriptors, is very intpot and this coefficient improved by using MNLRdaANN
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respectivelyRynir = 0.986 and Ranny = 0.988 so the proposed model is very significant angpégormance is
tested by cross-validation method CQR(, = 0.975.

Thus, grace to QSAR studies, especially with theNAiNat has allowed us to improve the correlatiotwleen the
observed biological activity and that predicted, ca@ enjoy the performance of the predictive posfehis model
to explore and propose new molecules could beactiv
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